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**Project Summary:**

Many great composers throughout history have composed pieces that were both creative and deliberate. Is it possible for artificial intelligence to aid the creative process by learning to create novel melodies in alignment with the style of a particular original melodic sequence? One possible approach is to learn the style of a musical sequence by feeding its corresponding embedded MIDI data into an RNN model. Style may take the form of an abstract melodic sequence or be characterized by ground truth metadata such as genre, composer, etc. Accordingly, after learning the style of the original input melodic sequence, we will predict and evaluate the success of a corresponding output music sequence.

**Approach:**

* **many-many RNN** Since the input will be a sequence of nodes, it’s a multi-class classification. We will use Categorical Cross-Entropy as a loss function. And use softmax as the final layer.
* **LSTM** We can also use LSTM to learn long-term dependencies.
* To optimize our model, we can use Adaptive Moment Estimation which is a good choice for RNN.
* We will evaluate the success, i.e. similarity, of the network’s output melodic sequence with the original input melodic sequence in accordance with metrics presented in [4].
* The bibliography and datasets in this proposal also provide our team with additional ways of extending our project goal as well as methodology with regards to e.g. model architecture, tackling the problem of learning over multiple musical bars/measures (a problem LSTMs still do not suffice for).

**Resources / Related Work:**

There has been considerable work regarding melody generation with RNNs, LSTMs, and GANs. The bibliography below showcases a selection of existing work that has already been done featuring for example Google’s Magenta team’s melodic\_rnn, melodic and rhythmic style transfer, and explicitly conditioned melody generation. Moreover, evaluation of the subjective results generated have been considered and discussed in favor of more objective measures. The use of monophonic MIDI melodies are generally preferred for ease of melodic analysis which involves both pitch and rhythmic components.
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**Datasets:** Monophonic melodies are used for ease of analysis.

* General MIDI melodies (The Meertens Tune Collection): <http://www.liederenbank.nl/mtc/>
* MIDI melodies for various genres (Henrik Norbeck’s ABC Tunes): <http://www.norbeck.nu/abc/>
* MIDI melodies in the style of various classical composers (MusicNet): <https://homes.cs.washington.edu/~thickstn/musicnet.html>
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9. Are you looking for more members?
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